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Is deployment the elephant in the room?



FAQ’s

• Is this session being recorded? Yes

• Can I get a copy of the slides? Yes, we’ll email links to download materials after 

the session has ended.

• Can we arrange a re-run for colleagues? Yes, just ask us.

• How can I ask questions? All lines are muted so please use the chat panel

– If we run out of time we will follow up with you.



KD Nuggets January 

2024

https://www.kdnuggets.com/survey-machine-learning-projects-still-routinely-fail-to-deploy
https://www.kdnuggets.com/survey-machine-learning-projects-still-routinely-fail-to-deploy
http://www.gartner.com/
https://www.datanami.com/2020/10/01/most-data-science-projects-fail-but-yours-doesnt-have-to/
https://www.datanami.com/2020/10/01/most-data-science-projects-fail-but-yours-doesnt-have-to/


Source: Rexer Analytics Data Science Survey 2024 

Key:

•Existing initiatives: Models developed to update/refresh an existing model that's already been successfully deployed

•New initiatives: Models developed to enhance an existing process for which no model was already deployed

•Revolutionary initiatives: Models developed to enable a new process or capability

https://www.rexeranalytics.com/
https://www.rexeranalytics.com/
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The CRISP DM/DS process model

The Cross Industry Standard Process for Data 
Mining and Data Science.

For New Initiatives we look at the whole 
cycle

At the outset Deployment might seem 
somewhat far off … something we can think 
about if/when we have arrived at a 
successful model
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1. Business/Research Understanding

• We start with business/research 
conversations. 

• Agree the objectives

• Understand the context

• Set success criteria

• Be sure to talk about “Deployment”
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1. Agreeing Success Criteria

• An important step in the project where 
all stakeholders should align. 

• For example, in a customer retention 
scenario,  let’s say we can only 
operationally intervene with 2,000 
customer at a time

• So we might agree that we want our 
model to accurately identify 70% of 
customers who are likely to leave within 
the top 2,000 most “at risk” (of leaving)

– If our churn rate is 20% that is 
likely to be a strong model
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6. Deployment

• The whole point of the exercise

• Can be about deploying, often strategic, 
insights that come from simpler (often 
statistical) models and statistical 
analyses

• More often about deploying models 
(and often the data engineering that 
feeds them)
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6. Deployment

• Increasingly needs to be Real-Time

• Frequently needs to be scheduled

– Typically processing batches

• Often integrated into operational 
systems

• Can be behind apps/platforms including

– What-if? simulators

– Decision Management tools



People (/ Roles)

Business

• Subject matter

• Decision 
makers

• Users

Data science

• Methodologies

• Analysis

Data

• Engineering

• Structure

• Subject matter

Technology

• Integration

• Building apps

• Platforms



BLOCKERS TO DEPLOYMENT 
SUCCESS



The Data

• We don’t have enough (when we assess in 
Data Understanding)

• The quality is too low

• It is too difficult to access, clean or prepare

– The “effort to insight” ratio is too high

• What was accessible to us when we built 
our model is not available when we deploy



The Model(s)

• The model does not meet our accuracy 
target

OR

• It is essentially flawed

– This could be data related, or issues 
in the data prep

• We may not realise it is flawed until it is 
deployed and it does not deliver the 
results we expected



Stakeholder alignment (people, politics)

• May block us during the Evaluation

• Often happens as/after we deploy

• Decision making stakeholders may not 
“buy” the model

– Especially when we start a new 
initiative they often want to how the 
model is working

• End user stakeholders may not know how 
to use the model

• They may not want the model

– It can be seen as a threat

– The use of the model may be 
perceived to be adding to their 
workload



Technical alignment

• This most often hits right at the point of 
deployment

• Simply put, we can’t move our model 
into production for a technical reason 
e.g. 

– The data sources we need for the 
model are not reachable or 
reachable in time

– The target platform cannot run the 
model(s) (or we don’t have one)

– IT governance e.g. concerns about 
open source



(TECHNICAL) DEPLOYMENT 
OPTIONS



Option 1 – Recode the model into 

something else



Simple models can be (hand) coded

Consume = 0.1570203 -0.1636906*PRICE + 0.0012301*INC + 0.0028231*TEMP -0.278600*PRICEINCi

• Linear Regression models are a 
good example

• They fit easily into Excel formulae 
or into other code e.g. we’ve 
sometimes deployed models in 
SAP this way



Option 2 – Export the model into a code 

format that can be plugged into other 

software 



Exporting SQL is one option (sometimes)

• Some tools support this. E.g. Python and R support it for 
some model types

• Caution around the differences in SQL between databases 
e.g. Oracle and IBM/DB2

• Some tools provide target-specific SQL which can sometimes 
be published into the database



PMML is the standard export/import format

www.dmg.org
PMML 4.4.1 - General Structure
PMML uses XML to represent mining models. The structure of the models is 
described by an XML Schema. One or more mining models can be contained in a 
PMML document. A PMML document is an XML document with a root element of 
type PMML. The general structure of a PMML document is:

Predictive
Model
Markup
Language



https://openscoring.io/

Villu Russmann and his team have 
developed tools to make PMML work 
from the most commonly used advanced 
Python and Spark algorithms/models 

https://openscoring.io/
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Data preparation is also part of a Deployment pipeline

What happens in Data Engineering 
must also happen in Deployment as 
part of the broader pipeline



An Example Case

• In a recent project, we worked to develop a model to forecast
operational customer satisfaction for a UK bank

• We tested multiple algorithms, including ARIMAS and various Regressions

• XGBoost was the most accurate

• The bank needed to deploy the model in a forecasting (What-if?) simulator in Excel

• In the end, we were not able to install any additional open-source
engines … for technical reasons

• Hence, the currently deployed model uses a combination of Factor
Analysis and Constrained Linear Regression

• – The accuracy is still acceptable, but we had to compromise it

• The Openscoring team has developed a working prototype to deploy
XGBoost models into MS Excel

• Supports Python's Pickle, R's RDS or Predictive Model Markup 
Language (PMML)



OpenScoring’s Excel XLSBoost deployer

https://xlsboost.com/

https://xlsboost.com/


Option 3 – Using the same engine to build 

(train) and deploy



The basic idea

A. Start with the modelling “pipeline/job”

– You typically need to adapt it to create a deployment/scoring version

• Usually a simplified version

B. Install the software on a deployment machine; R, Python, SAS, SPSS, WPS, etc.

– Or use the same machine

C. Periodically run new data through the job and send the scores/predictions to an 
operational target



Which means we can usually schedule easily

As long as the analytical tool/engine allows batch execution (usually via the 
command line) we can use standard scheduling tools in the OS e.g. Windows Task 
Scheduler or CRON to run at a given time/periodically

Real-time would require more engineering



Option 4 – Use a Data Science/ML platform



Ease of deployment

• Scheduled (batches)

• Real-time

Support for low/no-code

• Visual interfaces

• May optionally 
generate code

And code

• Scripts

• Noteboooks

Post deployment life cycle 
managment

• Monitoring

• Reporting/Alerting

• Model refreshing

• Model retirement

Auto ML

• Algorithm selection

• Algorithm settings 
optimisation

• Feature selection

MLOps support

• Enables integration and 
scaling of deployments 
across operational 
environments e.g. 
Digital, CRM, Finance, 
Sales, Contact centre, 
etc.

Platform essentials

Support collaboration

• Roles

• Within functions

• Between functions



SDKs and APIs

• Support more 
programmatic code-
based model 
development
• C, Java, etc.

• API into platform

Recommendations

• Auto ML +

• Data engineering 

• Feature 
extraction/creation

Model interpretability

• Tools to help 
understand models 
better

– Many algorithms 
product opaque 
models

Advanced stuff

• Simulation

• Optimisation

• Deep learning

Support for GenAI

• Access to LLMs

• E.g. for RAG

• Agentic support

• Foundation models

Platform nice-to-haves



Magic Quadrant for Data 
Science and Machine Learning

Platforms

Gartner MQ 2025

• DS/ML Specialists

• Dataiku, DataRobot, 
DataBricks, SAS, Altair, 
H2O

• Broader Cloud Platforms

• Microsoft, Amazon, 
Google, IBM, Alibaba

• Open source alternatives exist 
beyond Anaconda e.g. Airflow 
and MLOps

https://www.gartner.com/doc/reprints?id=1-2L3SH1DY&ct=250529&st=sb&trk=c068ba35-040e-4c64-addd-d04e9072cb84&sc_channel=el


IDC MarketScape Worldwide 
Machine Learning Operations 
Platforms Vendor Assessment

IDC Marketplace 2024

https://www.sas.com/content/dam/SAS/documents/analyst-reports-papers/en/idc-marketScape-worldwide-machine-learning-operations-platforms-2024-114178.pdf


Canvass for Low/No-code



AWS Sagemaker support Low-Code ML through to deployment and monitoring

© AWS 2023



Notebooks etc. for Code



Real-time deployment from code



Premised platforms are also available

IBM/SPSS Collaboration & Deployment Services 



Premised platforms are also available

SAS Viya is cloud native but it can be installed on-prem using containers



Premised platforms are also available

MATOFX SPDM from Funis Consulting is a tool agnostic simulation workflow platform

https://www.funisconsulting.com/matofxspdm


IBM Watson X - Auto AI RAG Experiment progress map



IBM Watson X - API endpoint of deployed AI Service



https://chatspss.com/

https://chatspss.com/


Blocker Mitigations

Technical Involve technical colleagues early
Figure out the technical path to get there
Automate that

Data Improving data quality is a broad project often leading to a Data 
Lake/Warehouse to support Data Science
Tactically assess quality and look to clean what we can and only use data of 
Assess if this will be sufficient to hit our targets

Stakeholder buy-in To get alignment we need to agree what a good outcome is
Agree the criteria in a less technical way e.g. Lift, gain, profit
Keep them involved/informed where possible

End user buy-in Engage early. Get feedback. 
Make sure there are benefits e.g. productivity, and communicate them

Model does not work in 
training. It isn’t accurate 
enough or other success 
criteria are not hit

Need to clearly agree what “work” means with stake holders. Is any model 
better than no model?
This is the “art+science” of building ML models which can be solved with 
more/better data, more feature engineering, algorithmic choices and tuning

Model works in training but 
not in deployment

Add a QA process
Peer reviews



In summary

• There are many ways to deploy

• Deployment planning is key

– Make sure we have a plan to deploy assuming for model success

– Make sure we set expectations … we don’t always get to where we want

• Get communication/alignment with stakeholders early and often … don’t forget end 
user stakeholders who may be a broad group who become involved post deployment

• Involve technical colleagues early too

• Depending on where you are in your deployment journey think about the next level 
of automation

– The more automated the less work … the less likely errors

• Platforms are definitely not for all use cases/contexts

– Depends on scale and availability

– Platforms/automation do not eliminate blockers on their own … but they help

• Did we say plan deployment from the beginning?
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Thank you

Contact us:

+44 (0)207 786 3568
info@sv-europe.com
X: @sveurope
Follow us on LinkedIn
Sign up for our Newsletter

linkedin

twitter

mailto:info@sv-europe.com
mailto:info@sv-europe.com
mailto:info@sv-europe.com
http://www.linkedin.com/company/2884281?trk=tyah&trkInfo=tas:smart%20vision%20europe
http://www.sv-europe.com/eu/newsletter
http://www.linkedin.com/company/smart-vision-europe-ltd-
https://twitter.com/sveurope
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