IBM SPSS Bootstrapping

* The IBM SPSS Bootstrapping module allows users to derive more robust estimates of a host
of statistical values. These values may include means, medians, standard errors and
confidence intervals as well as correlations and regression coefficients. Bootstrapping is
useful in a number of situations including hypothesis testing as it provides an alternative to
classical parametric estimation when the underlying assumptions of such methods are in
danger of being violated such as when the error values in a linear regression solution are
found to increase linearly. Bootstrapping is also useful when inferential calculations require
extremely complex formulas for calculating standard errors. This is especially true when
computing standard errors in order to derive confidence intervals for median and percentile
values.

* Specifically, Bootstrapping refers to the method of repeatedly resampling subsets of a data
file (with replacement) and examining the variation in the resulting calculation of key
statistics (such as a mean). By creating an internal sampling distribution of the statistic in
guestion the technique allows for a more realistic estimate of that statistic’s parameter
value.

*  Example. A digital retailer adds about 5% to its growing customer base every quarter. The
management are interested to know if this figure hold true for customers across three
separate age groups. By applying IBM SPSS Bootstrapping, analysts can figure out more
accurately the degree to which the customer growth rate varies by age group.
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Results from the Explore procedure running with default settings (i.e. Bootstrapping switched off).



Descriptives

Bootstrap®
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a. Unless otherwise noted, bootstrap results are based on 1000 bootstrap samples

Results from the Explore procedure running with Bootstrapping switched on. Note the additional
statistical estimates.



